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ABSTRACT

Consumer credit assessment has always been a crucial concern in the financial industry. It involves 
evaluating an individual’s credit history and their ability to repay loans, playing a pivotal role in 
the risk management and lending decisions made by credit institutions. In the present landscape, 
traditional credit assessment methods confront various shortcomings. Firstly, they typically only 
consider static features and are unable to capture the dynamic changes in an individual’s credit profile 
over time. Secondly, traditional methods struggle with processing complex time series data, failing 
to fully exploit the importance of time-related information. To address these challenges, we propose 
an innovative solution – the XGBoost-LSTM model optimized with the AdaBound algorithm. This 
hybrid model combines two powerful machine learning techniques, XGBoost and LSTM, to leverage 
both static and dynamic features effectively.
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With the increasing growth of China’s national economy and the continuous improvement of 
the people’s consumption level, our country’s consumer finance market has ushered in vigorous 
development. Consumer finance refers to a credit method that provides funds to applicants through 
commercial banks, consumer finance companies, internet platforms, and other institutions to meet the 
applicant’s consumption needs (Bannier et al., 2022). With the state’s strong support for innovative 
credit products of financial institutions, various institutions have actively carried out personal 
consumer credit business and launched a variety of personal consumer credit forms. Conducting 
credit assessment on the rapidly growing large number of users is the core technical work of various 
financial institutions, and it is also a key measure to control risks. Credit assessment is one of the 
crucial tasks in banking and finance, which involves assessing the credit risk of an individual or 
entity to determine whether a loan, credit card application, or other financial transaction should be 
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approved (Kozodoi et al., 2022). Credit evaluation is not only related to the risk management of 
financial institutions but also directly affects individuals’ financial life and economic participation 
ability (Nana et al., 2022). In the banking industry, personal credit assessment is one of the core 
factors in bank decision-making because it is directly related to the borrower’s credit reliability, 
which determines the granting of loans, the setting of interest rates, and the determination of credit 
lines (Q. Li, 2023). However, personal credit assessment faces a series of challenges and problems. 
First, with the continuous changes in the financial market and the continuous innovation of financial 
products, traditional credit assessment models may not perform well in dealing with complex and 
changeable financial environments (Luo & Zhang, 2022). Second, traditional credit assessment mainly 
relies on static historical data and rules, which makes it difficult to capture the dynamic changes in 
personal credit risk (Guan et al., 2023). Third, in the context of huge amounts of data, traditional 
methods may be inefficient when processing large-scale data, and it is difficult to handle nonlinear 
and high-dimensional features. To address these challenges, researchers and financial institutions have 
gradually turned to advanced technologies such as deep learning and ensemble learning. Deep learning 
models, such as neural networks and recurrent neural networks (RNNs), are able to learn complex 
feature representations from large-scale data, thereby improving the accuracy of credit assessment. 
Integrated learning algorithms, such as XGBoost (extreme gradient boosting) and LightGBM, can 
combine multiple basic models to improve the stability and generalization capabilities of the model 
(Alarfaj et al., 2022). These advanced technologies have made significant progress in the field of 
consumer credit assessment, providing powerful tools to improve the accuracy and efficiency of 
credit assessment. This article aims to explore how to apply deep learning and integrated learning 
technologies, especially the XGBoost-LSTM model and AdaBound algorithm, to optimize personal 
credit assessment models and address current challenges. In the following sections, we will introduce 
the principles, application methods, and experimental results of these technologies in detail to 
demonstrate their potential application value in the banking industry.

Research on personal credit assessment technology boasts a longstanding history, initially 
flourishing primarily in capitalist countries with more developed economies. However, as our nation 
has witnessed rapid advancements in science, technology, and theoretical research in recent years, 
China has embarked on decades of progress in this domain. A recent investigation harnessed a deep 
learning model, a convolutional neural network (CNN) specifically (Illanko et al., 2022). These deep 
learning models excel in credit assessment due to their innate ability to automatically extract crucial 
credit-related features, thus augmenting the model’s overall performance. Nevertheless, deep learning 
models still grapple with certain challenges, one of which is the issue of sample imbalance–the 
unequal representation of good and bad credit customers. Additionally, deep learning models are 
often deemed “black box” models, with limited interpretability, rendering it challenging to elucidate 
the rationale behind the model’s predictions. Another study adopted the BERT (bidirectional encoder 
representations from transformers) model for credit assessment (Kriebel & Stitz, 2022; Ye et al., 
2023). BERT, a pre-trained natural language processing model, boasts remarkable performance 
credentials. In this research endeavor, scholars leveraged BERT for credit assessment tasks, with 
the intent of more effectively capturing customers’ credit-related information. However, it is worth 
noting that the BERT model is relatively substantial in size and demands extensive computational 
resources and time, potentially impeding its efficiency in practical applications. Recent investigations 
have witnessed the integration of graph neural networks (GNNs) into credit assessment models 
(Feng et al., 2022). GNNs are particularly suited for handling relational data and can adeptly 
account for correlations between customers. This approach shines when processing social network 
data and interactions among customers in credit assessment. However, these models encounter 
heightened computational complexity when grappling with large-scale data, and there remains 
room for performance enhancement when dealing with non-associated data. Furthermore, ensemble 
models, such as random forests (RFs) and gradient boosting trees, have garnered research attention 
(Y. Li, 2021; Mushava & Murray, 2024). These ensemble models excel in nonlinear modeling and 
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exhibit prowess in capturing intricate relationships within credit assessment data. Nevertheless, their 
computational efficiency on large-scale data sets may warrant improvements, especially in credit 
assessment scenarios demanding real-time decision making. In summation, the aforementioned four 
seminal works epitomize recent research trends, each exploring distinct models and methodologies for 
credit assessment. However, these endeavors harbor certain limitations, encompassing aspects like an 
insufficient consideration of specialized financial sector issues, elevated computational complexity, or 
model instability. The principal objective of this paper is to bridge these research gaps and introduce 
a novel method that amalgamates deep learning and ensemble learning, thereby elevating both the 
accuracy and interpretability of credit assessment (Zhong & Zhao, 2024).

Addressing the shortcomings observed in prior research endeavors, we introduce a novel 
credit evaluation model: the XGBoost-LSTM (long short-term memory) model optimized with the 
AdaBound algorithm. The underlying concept of this model revolves around amalgamating two 
distinct methodologies, namely XGBoost and LSTM, to leverage the robust integrated learning 
capabilities of XGBoost alongside the sequence modeling prowess of LSTM. This integration is 
envisioned to adeptly tackle the intricacies inherent in credit assessment tasks within the financial 
domain, including the processing of time series data, capturing nonlinear relationships, and addressing 
data imbalance concerns. Additionally, we employ the AdaBound algorithm as the optimizer for our 
model. Designed specifically for deep learning models, the AdaBound algorithm aims to mitigate 
some of the limitations associated with traditional optimization algorithms. Its adaptive learning rate 
adjustment feature accelerates model convergence and enhances training stability. By integrating 
the AdaBound algorithm with the XGBoost-LSTM model, we anticipate a notable enhancement in 
model performance, rendering it more adept for credit evaluation tasks within the financial realm. 
The significance of our research lies in its capacity to enhance the accuracy and interpretability of 
personal credit assessment. With the escalating demand for model interpretability in finance, our 
approach aligns with this necessity, furnishing a more transparent foundation for decision-making 
processes. Furthermore, the amalgamation of XGBoost, LSTM, and AdaBound is poised to furnish 
financial institutions with more robust risk management tools, enabling them to gain deeper insights 
into and evaluate customers’ credit profiles, mitigate risks, and augment the quality of loan decisions. 
Consequently, our model holds promising advantages, ushering in novel insights and breakthroughs 
in the realm of personal credit assessment.

In summary, our contributions can be encapsulated as follows:

(1)  We propose an XGBoost-LSTM model optimized based on the AdaBound algorithm, which 
successfully combines ensemble learning and deep learning to address challenges in the field of 
consumer credit evaluation. The model’s design empowers us to effectively address the intricacies 
present in financial data, such as time series data, nonlinear relationships, and data imbalances. 
This, in turn, enhances the accuracy and resilience of credit assessment.

(2)  Our research underscores the practical utility of the AdaBound algorithm within deep learning 
models. By introducing AdaBound as the optimizer, we improve the training stability and 
performance convergence speed of the model, providing more reliable support for the practical 
application of the model. This is of great significance for credit assessment in the financial field 
because it can accelerate the deployment and application of models and reduce uncertainty in 
practical applications.

(3)  Our research brings new ideas and methods to the field of personal credit assessment. By 
combining XGBoost, LSTM and AdaBound, we propose a new credit assessment framework 
aimed at improving model performance and interpretability. This provides the banking industry 
and financial institutions with more advanced and reliable credit assessment tools, helping to 
better understand and manage customers’ credit risks, thus providing strong support for the 
development of financial businesses.
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RELATEd wORK

Research on Time Series Analysis in Credit Evaluation
Research on time series analysis in credit evaluation is committed to making full use of the time 
information in personal credit history data to more accurately understand credit trends, predict future 
credit performance and identify credit default risks (Talaat et al., 2023; Yuan et al., 2022). Researchers 
use time series analysis methods, such as trend modeling and feature extraction, to capture time series 
characteristics in individual credit histories. This analysis helps financial institutions better understand 
customers’ credit behavior, develop more precise credit strategies, and improve the efficiency of risk 
management. At the same time, time series analysis also provides an important data mining tool for 
the field of credit evaluation, which is expected to improve the performance and prediction capabilities 
of credit evaluation models (Zhao & Chen, 2022; Zeng & Zhong, 2022).

Machine Learning and Integrated Learning Methods Applied to Credit Assessment
Machine learning and comprehensive learning methods applied to credit assessment represent a 
multi-domain technology collection, and their application in the financial field provides financial 
institutions with powerful and diverse credit assessment tools. Deep learning methods, such as neural 
networks and LSTM, have gained prominence in credit assessment (Ba et al., 2022). These methods 
are not only able to handle complex feature extraction but also capture nonlinear relationships and 
process time series data, thereby significantly improving the accuracy of credit assessment models 
(Shi et al., 2022). At the same time, comprehensive learning methods also play a key role, using 
ensemble learning strategies to combine the predictions of multiple base models (Singh et al., 
2022). This method not only helps reduce the variance of the model and improves the generalization 
performance of the model but also performs well in the face of challenges such as data imbalance. 
By combining deep learning and comprehensive learning methods, financial institutions can better 
manage credit risks and provide more accurate, explainable, and comprehensive credit assessments, 
further improving the efficiency and decision-making quality of financial operations (Lenka et al., 
2022). The integration of these methods brings new possibilities to the field of credit assessment and 
provides a solid foundation for future financial innovation. Deep learning methods give the model the 
ability to handle complex data and relationships, while comprehensive learning methods enhance the 
stability and reliability of the model. The combination of the two will further promote technological 
innovation in the financial field and provide financial institutions with more tools and methods to better 
respond to the changing credit market and risks. The development of this comprehensive approach 
will also help improve the stability of the financial system and provide borrowers and lenders with 
fairer, more transparent, and more sustainable credit assessment services.

Big data driven Credit Assessment
Big data driven credit assessment is a method that utilizes huge and diverse data resources to improve 
the accuracy and efficiency of personal credit assessment through data collection, preprocessing, 
feature engineering, and advanced machine learning technology (Roeder et al., 2022). This method 
not only includes financial historical data but also covers customers’ consumption behavior, social 
media activities, and other aspects to gain a more comprehensive understanding of customer credit 
risks (Lin, 2022; Ye & Zhao, 2023). The real-time nature of big data allows financial institutions to 
respond more quickly to customers’ credit needs, while also strengthening fraud detection capabilities 
and improving the quality of financial decisions and customer experience. By leveraging big data 
resources, big data driven credit assessment represents an important step toward smarter and more 
comprehensive credit risk assessment methods in the financial sector.
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METhOd

Overview of Our Network
Our model is based on the XGBoost-LSTM model optimized by the AdaBound algorithm, which is 
designed to improve the accuracy and efficiency of personal credit assessment. The model integrates 
two key components, XGBoost and LSTM, to achieve a more comprehensive credit assessment. 
XGBoost is used to process structured data and can capture nonlinear relationships between 
features, while LSTM is used to process time series data and has sequence modeling capabilities. 
This integration allows us to assess a client’s credit risk more comprehensively and provide a more 
accurate credit assessment. The model building process covers several key steps. First, we conduct data 
preparation to collect and prepare large-scale personal credit assessment data, including multi-faceted 
customer information. Next, we perform feature engineering to preprocess and extract features from 
the original data to ensure data quality. Then, we integrate the two models of XGBoost and LSTM 
to obtain more comprehensive feature representation and credit assessment capabilities. Finally, we 
use the AdaBound algorithm to optimize the model to improve the stability and performance of the 
model. This building process ensures the reliability and validity of our model in the field of personal 
credit assessment. In the application industry, this model represents a new generation of personal 
credit assessment methods, providing a more comprehensive credit assessment by comprehensively 
considering structured and time series data. This helps financial institutions improve credit risk 
management, customer service, and financial decision making, reduce credit risk, improve business 
efficiency, and provide customers with a better financial service experience. Therefore, the significance 
of models in the field of personal credit evaluation is to improve the decision-making capabilities of 
financial institutions, help them better understand customer credit risks, and create a more valuable 
financial ecosystem. Figure 1 shows the overall structure of the model.

Figure 1. Overall Architecture of the Model
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XGBoost (Extreme Gradient Boosting) Model
XGBoost is an ensemble learning method based on the framework of gradient boosting trees. The core 
idea of this algorithm is to gradually improve the performance of the model by iteratively training 
a series of decision tree models, with each tree trying to correct the errors of the previous tree (J. 
Wang et al., 2022). The uniqueness of XGBoost is that it introduces regularization terms during the 
iteration process to control the complexity of the tree, thus avoiding the overfitting problem (Rao 
et al., 2023). Additionally, XGBoost uses an optimization technique called gradient boosting to 
minimize the loss function, thereby improving the accuracy and generalization performance of the 
model (K. Wang et al., 2022). In our model, XGBoost, as a component, contributes multiple values. 
First, XGBoost’s superiority in processing structured data enables the model to capture nonlinear 
relationships between features, improving the accuracy of credit assessment. Second, XGBoost has 
the ability of automatic feature selection, which helps identify the most important features, reduces the 
data dimension, and improves the efficiency of the model. Most importantly, the integrated learning 
nature of XGBoost enables the model to better cope with the complexity in credit assessment and 
provide more reliable credit decisions.

Figure 2 illustrates the workflow of the XGBoost model and, below, we provide a concise 
overview of its algorithmic principles:

Objective function: The objective function is the central component of the XGBoost algorithm. 
It consists of individual loss terms and regularization terms, serving as a measure of the model’s 
performance and complexity.
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Where:  q( )  represents the overall objective function.  y y
i i
, ˆ( )  is the indis vidual loss term for each 

sample. Ω f
k( )  is the regularization term for each tree.

Loss function: The loss function quantifies the prediction error for each individual sample, 
incorporating the model’s regularization term.

Figure 2. Flowchart of the XGBoost Model
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Regularization term for tree: The regularization term for the tree controls the complexity of 
individual trees by incorporating regularization on tree structure and leaf weights.
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k( )  represents the regularization term for the k-th tree. g  is the regularization parameter 

for the number of leaves. l  is the regularization parameter for the weights. T  is the number of leaves 
in the tree. w

j
 represents the weight assigned to each leaf.

Gradient of the loss: The gradient signifies the rate of change of the loss function concerning 
the predicted labels, playing a crucial role in model training and optimization.
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Where: g
i
 is the gradient of the loss with respect to the predicted label. Second Order

Derivative of the loss: The “second order derivative of the loss” calculates the second-order 
derivative of the loss with respect to the predicted label and is defined as follows:

Second order derivative of the loss: The second-order derivative represents the curvature of 
the loss function with respect to the predicted labels. It is employed in model optimization to refine 
parameter updates.
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Where: h
i
 is the second-order derivative of the loss with respect to the predicted label.

LSTM (Long Short-Term Memory) Network Model
LSTM is an advanced recurrent neural network designed to solve the difficulties of standard recurrent 
neural networks in processing long-term dependent information (Ala’raj et al., 2022). The core 
of LSTM lies in its internal gating mechanism, including forget gate, input gate, and output gate, 
which control the inflow and outflow of information (Adisa et al., 2022). The forgetting gate is 
responsible for deciding which information should be retained or discarded, the input gate helps the 
network update the memory unit, and the output gate determines the output of the next state. This 
structure gives LSTM an advantage when processing time series data. It can remember long-term 
information and avoid the vanishing gradient problem, which is difficult for standard RNN to do. 
In the consumer credit evaluation model, the addition of LSTM makes a significant contribution to 
the model. First, it can effectively process and analyze consumers’ historical transaction data, which 
usually has strong time series characteristics. By capturing these long-term dependencies, LSTM 
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can help models better understand consumers’ credit behavior and potential risks. Second, combined 
with other machine learning technologies such as XGBoost, LSTM can enhance the model’s ability 
to handle nonlinear and complex patterns, thereby improving the accuracy and reliability of credit 
scores. Therefore, LSTM not only enhances the model’s ability to process time series data but also 
provides deeper insights into the entire credit assessment framework, making it a powerful tool for 
financial institutions to assess consumer credit risk.

The following is the calculation formula for the LSTM model:
Input gate: It controls the flow of new information into the cell state and is defined as follows:

i W x W h W c b
t xi l hi t ci t i
= + + +( )− −s

1 1
 (6)

where: i
t

 is the input gate activation. x
t
 is the input at time step t h

t
. -1  is the hidden state at time 

step t -1 . c
t-1

 is the cell state at time step t -1.  W
xi

, W
hi

, W
hi

 and b
i
 are weight matrites and 

bias terms for the input gate. s  represents the sigmoid activation function.
Reset gate: The reset gate rt controls the extent to which the previous hidden state ht−1 should be 

forgotten when computing the candidate activation ht .

f W x W h W c b
t xf t hf t cf t f
= + + +( )− −s

1 1
 (7)

where: f
t
 is the forget gate activation. x

t
 is the input at time step t h

t
. -1  is the hidden state at time 

step t -1 . c
t-1

 is the cell state at time step t -1.  W
xf

, W
hf

, W
cf

, and b
f

 are weight matrices and 
bias terms for the forget gate. s  represents the sigmoid activation function.

Cell state update: It combines new information and forgets unnecessary information in the cell 
state and is defined as follows:

c f c i W x W h b
t t t t xc t hc t c
= + + +( )− −1 1

tanh  (8)

Figure 3. Structural Diagram of the LSTM Model
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where: c
t
 is the updated cell state. f

t
 is the forget gate activation. c

t-1
 is the previous cell state. i¹  

is the input gate activation. x ¹  is the input at time step t.  h
t-1

 is the hidden state at time step t -1 .W
xc

, 
W
hc

, andb
c

  are weight matrices and bias terms for the cell state update. tanh represents the hyperbolic 
tangent activation function.

Output gate: It controls the flow of information from the cell state to the hidden state and is 
defined as follows:

o W x W h W c b
t xo t ho t co t o
= + + +( )−s

1
 (9)

where: o
t
 is the output gate activation. x

t
 is the input at time step t h

t
. -1  is the hidden state at time 

step t c
t

-1.  is the current cell state. W W W
x h ca a a, , , and b

o
 are weight matrices and bias terms for 

the output gate. s  represents the sigmoid activation function.
Hidden State: It is the final output of the LSTM cell and is defined as follows:



h h o tanh c
t t t t
= = ( )  (10)

where: h
t
 is the hidden state at time step t . o

t
 is the output gate activation. c¹  is the current cell 

state. tanh represents the hyperbolic tangent activation function.

The AdaBound Algorithm
The AdaBound algorithm is based on the adaptive learning rate optimization algorithm (such as Adam) 
and is designed to solve the problem that traditional adaptive learning rate methods may cause the 
training speed to converge too quickly and fail to achieve the optimal solution (Chakrabarti & Chopra, 
2022). It introduces dynamic learning rate upper and lower bounds to constrain the learning rate at 
different stages of training to balance speed and stability (Liu, 2022). In the early stages of training, 
AdaBound will gradually increase the learning rate to accelerate convergence and then, when it is 
close to the optimal solution, the learning rate will gradually decrease to improve stability and avoid 
oscillation or jumping out of the local optimal solution (J. Liu et al., 2022). The AdaBound algorithm 
plays an important role in our comprehensive credit assessment model, and its contribution is reflected 
in multiple aspects. First, it accelerates the convergence speed of the model. By introducing upper 
and lower bound control of dynamic learning rate, using a larger learning rate in the early stage of 
training helps the model converge to the local optimal solution faster, thus saving training time. Second, 
AdaBound improves the stability of the model and gradually reduces the range of learning rate as the 
training progresses, which helps to avoid model oscillation or divergence problems in the later stages 
of training and ensures the reliability of credit evaluation results. In addition, it also helps the model 
better explore the parameter space and avoid falling into the local optimal solution, thereby improving 
the model’s chance of finding the global optimal solution. Most importantly, the AdaBound algorithm 
can be applied to different model components, including neural network layers and LSTM models, 
so that the entire credit assessment model can benefit from its optimization capabilities. Overall, 
the introduction of the AdaBound algorithm has significantly improved the training efficiency and 
performance stability of our deep learning model, helped improve the accuracy of credit assessment, 
and increased the possibility of the model finding the best solution in complex tasks, thereby providing 
financial institutions with more reliable credit decision-making tools.

AdaBound combines the benefits of Adam and SGD with weight decay (WD) and achieves faster 
convergence. It adapts learning rates by dynamically bounding them.
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AdaBound gradient update rule: It is usexl to update the first moment estimate of the gradient 
to smooth gradient changes.

m m g
t t t
= + −( )−b b

1 1 1
1  (11)

where: m¹  is the first moment estimate of the gradients. g ¹  is the gradient at time step t . b
1
 is the 

exponential decay rate for the first moment.
AdaBound variance update rule: This formula is used to update the second moment estimate 

of the gradient, which is used to calculate the gradient variance and further adjust the learning rate.

v v g
t t t
= + −( )−b b

2 1 2
21  (12)

where: v¹  is the sexond moment estimate of the gradients. g ¹  is the gradient at time step t . b
2
 is 

the exponential decay rate for the second moment.
Bias-corrected first moment estimate: This formula is used to calculate the bias-corrected first-

order moment estimate, ensuring that the first-order moment estimate is more stable during the 
training process.

m̂
m

t
t
t

=
−1

1
b

 (13)

where: m̂¹  is the bias-corrected first moment estimate. m¹  is the first moment estimate of the gradients. 
b

1
t  is the exponential decay factor for the first moment.

Bias-corrected second moment estimate: This formula is used to calculate the bias-corrected 
second-order moment estimate, ensuring that the second-order moment estimate is more stable 
during training.

G v
v

t t
t
t

� �= =
−

ˆ
1

2
b

 (14)

where: v̂¹  is the bias-corrected second moment estimate. v¹  is the second moment estimate of the 
gradients. b

2
l  is the exponential decay factor for the second moment.

AdaBound parameter update rule: This formula describes the update process of model parameters. 
It combines first-order moments, second-order moments and user-defined parameters to adjust model 
parameters and realize the update of adaptive learning rate.

θ θ
η

t t

t

t
v

m+ = −
+
⋅ −( )( )1

ˆ
ˆ , ,


min max clip clip  (15)

where: q
t+1

 and q
t
 are model parameters at time steps t +1  and t , respectively. h  is the learning 

rate.   is a small constant to prevent division by zero. v
t

  is the bias-corrected second moment 
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estimate. m̂¾  is the bias-corrected first moment estimate. min ⋅ ⋅( ),  and max ⋅ ⋅( ),  are element-wise 
minimum and maximum functions. clip is a user-defined value that sets a bound on parameter updates.

AdaBound adapts the learning rates based on the past gradients and dynamically bounds them 
to ensure stable convergence during training.

EXpERIMENT

data Sets
In order to comprehensively validate our model, we conducted experiments using four distinct data 
sets: FICO, LendingClub, UCI Credit, and German Credit.

FICO (Fair Isaac Corporation) data set (Zakowska, 2023): The FICO data set is a detailed credit 
assessment data set that contains rich content of personal credit information, as well as each individual’s 
FICO score. The FICO score is a commonly used credit assessment score that is widely used by 
financial institutions and credit agencies to assess an individual’s credit risk and credit worthiness. This 
data set usually includes basic personal information, such as name, address, social security number, 
as well as financial information, such as personal income, debt situation, loan history, and so on. This 
information helps financial institutions better understand a customer’s credit profile so they can make 
credit decisions, such as approving a loan or credit card application. One of the main uses of the FICO 
data set is for developing and improving credit assessment models. Researchers can use this data set to 
build and validate various credit assessment algorithms to improve accuracy and predictability of an 
individual’s credit default risk. In addition, financial institutions can adjust interest rates, credit lines, 
and repayment terms based on the information in this data set to better meet customers’ credit needs.

LendingClub data set (Qian et al., 2022): The LendingClub data set is a data resource containing 
rich information, mainly covering borrowers’ personal and loan-related information. In terms of 
personal information, the data includes the borrower’s name, address, employment status, and income 
level. In terms of loan application information, the data includes the loan amount, loan purpose, and 
loan status (whether approved, overdue). This data set is usually maintained by the LendingClub 
platform and is used to record the borrower’s application history and loan status. Financial institutions 
can use this data set to make lending decisions, assess a borrower’s credit risk, and set loan rates and 
conditions. In addition, researchers can also use this data set to conduct research and development 
of credit assessment models to improve the accuracy and efficiency of loan decisions.

UCI Credit data set (Gicić & Ðonko, 2023): The UCI Credit data set is usually used to study the 
credit default situation of credit card customers and the construction of credit assessment models, 
where UCI stands for University of California, Irvine. It contains a large amount of borrower details, 
covering key data such as personal attributes, loan application information, credit history, and loan 
status. This data set is widely used in the research and development of credit assessment models, 
helping researchers and financial institutions better understand and predict credit risk. By analyzing 
borrowers’ personal characteristics and historical data, accurate credit assessment models can be 
built, thereby improving the efficiency and accuracy of loan decisions. The diversity and breadth of 
UCI Credit data set make it an important tool in the financial field and data science field, providing 
strong support for risk management and loan decisions in the credit industry.

German Credit data set (Chen et al., 2024): The German Credit data set is a classic data set used 
for credit assessment research and model development, which contains various key information on loan 
customers from German banks. This information includes personal characteristics of customers, such as 
age, gender, marital status, or education level. Additionally, the data set provides loan application details 
such as loan amount, loan term, and loan purpose. Most importantly, the German Credit data set contains 
data on customers’ credit history, including previous repayments, delinquencies, and the final status of 
the loan, such as whether it was successfully approved or whether a default occurred. This information is 
critical to assessing a borrower’s creditworthiness and risk. Researchers and financial institutions can use 
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the German Credit data set to develop and test various credit assessment models to determine which factors 
most affect credit risk and how to improve the accuracy of lending decisions. Due to its rich information 
and practical uses, the German Credit data set has been regarded as an important resource in the field of 
credit assessment and is of great significance for improving risk management and loan approval processes.

These data sets provide loan data from different sources, different sizes, and different types, 
helping to verify the performance of our proposed XGBoost-LSTM model in various situations. 
Moreover, these data sets are diverse and cover loan information in different regions and time periods, 
which facilitates the evaluation of the model’s generalization performance. Most importantly, these 
data sets are publicly available, making our research results reproducible and verifiable, providing 
strong support for research and practice in the field of credit assessment. Therefore, we chose to use 
these four data sets to ensure that our research has broad applicability and credibility, thereby better 
promoting the development and application of credit assessment models.

Experimental Environment
The experiment used a server configured with Intel Xeon E5-2690 CPU, 24 cores and 64GB memory, 
and equipped with four NVIDIA Tesla V100 GPUs. The operating system is Ubuntu 20.04, and the 
programming language is Python 3.8. The CPU provides general computing capabilities, while the 
GPU has powerful parallel computing capabilities and is particularly suitable for deep learning tasks. 
This configuration provides powerful computing resources for the training and optimization of deep 
learning models and is especially suitable for large-scale data processing and the construction of 
credit assessment models. By making full use of the GPU’s parallel computing capabilities and large 
memory support, the research is expected to improve the performance and accuracy of the credit 
assessment model and shorten the experimental cycle, thus providing research results with practical 
application value for the financial industry and credit risk management fields.

Experimental details
Step 1: Data Preprocessing
We performed data preprocessing to ensure that the data were suitable for model training and 
evaluation. This includes the following steps:

(1)  Data cleaning: First, we dealt with missing values. In the data set, missing features are assigned 
a value of 0. Second, dummy variables were defined to replace the attributes of the categorical 
categories. For example, if an attribute in the original data has three category values a, b, and c, 
replace them with 1, 2, and 3, respectively. Finally, the data were normalized.

(2)  Data standardization: In the data normalization stage, we focused on the processing of numerical 
features to eliminate scale differences between different features. We used mean and standard 
deviation for standardization, which scales numerical features to a standard normal distribution 
with mean zero and standard deviation one. This helps the model better understand the relationship 
between features and improves the training efficiency and accuracy of the model.

(3)  Data splitting: In the data partitioning stage, we divided the data set into a training set, a validation set, 
and a test set to support model training, tuning, and evaluation. The specific parameter settings are as 
follows: The training set accounts for 80% of the data and is used for model training; the verification set 
accounts for 10% and is used for adjusting and selecting model parameters; the test set also accounts 
for 10% and is used for evaluating the final model performance. This division ratio helps ensure the 
generalization performance of the model on different data sets while preventing overfitting.

Step 2: Model Training
During the model training phase, we employed the following three key steps to ensure outstanding 
performance of the model in risk prediction and management tasks:



Journal of Organizational and End User Computing
Volume 36 • Issue 1

13

Before model training, we clarified some key network hyperparameters to optimize the 
performance of the model. The learning rate is set to 0.001, which is a commonly used initial learning 
rate to help ensure that the model gradually converges during training. We chose a batch size of 64, a 
value that strikes a reasonable balance between computational resources and model performance. The 
number of iterations is set to 50 to ensure that the model has enough time to learn the characteristics 
of the data. In addition, we adopt a dropout rate of 0.2 to reduce the risk of overfitting.

(1)  The design of the model architecture is a critical step. We adopted an RNN layer containing 64 
LSTM units to process time series data. This design helps the model capture temporal information 
and adapt to the sequential characteristics of credit assessment tasks. In the output layer, we chose 
appropriate activation and loss functions to meet the needs of the specific problem.

(2)  During the model training process, we adopted a series of strategies to ensure the effectiveness 
and stability of the training. We fed normalized and partitioned data into the model to ensure 
the quality and consistency of the training data. In order to avoid overfitting, we introduced 
an early stopping strategy and set a patient waiting time of five iteration cycles. If the model’s 
performance on the validation set no longer improved, training was terminated early.

Algorithm 1 represents the algorithm flow of the training in this paper.

Algorithm 1. Training AdaBound-XGBoost-LSTM

Data: Training data sets: FICO data set, LendingClub data set, UCI 
Credit data set, German Credit data set 
Result: Trained AdaBound-XGBoost-LSTM model
Initialize XGBoost model: MXGBoost

;
Initialize LSTM model: M

LST M
 ;

Initialize AdaBound optimizer parameters: α, β
1
, β

2
, ϵ;

Initialize loss function: L;
Initialize training epochs: epochs;
Initialize learning rate: lr;
Initialize batch size: batch size;
for epoch ← 1 to epochs do
for each batch in training datasets do
Load batch: X, y;
XGBoost Training Phase: S

XGBoost
 ← M

XGBoost
(X);

Calculate loss: L
XGBoost

 ← L(S
XGBoost

, y);
Compute gradients: ∇

XGBoost
 ← ∇L

XGBoost
;

Update M
XGBoost

 using AdaBound optimizer;
LSTM training phase: S

LST M
 ← M

LST M
 (X); Calculate loss: L

LST M
 ← L(S

LST M
, y); 

Compute gradients: ∇
LST M

 ← ∇L
LST M

 ; Update M
LST M

 using AdaBound optimizer;
End 
Calculate evaluation metrics: Recall ← CalculateRecall(M

XGBoost
, M

LST M
);

Precision ← CalculatePrecision(M
XGBoost

, M
LST M

);
F 1 Score ← CalculateF1Score(Recall, Precision); 
AdaBound update phase: Update learning rate using AdaBound schedule:
lr ← AdaBoundSchedule(lr, α, β

1
, β

2
, ϵ, ∇

XGBoost
, ∇

LST M
);

End 
Return trained AdaBound-XGBoost-LSTM model: M

XGBoost−LST M
 ;
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Step 3: Model Evaluation

(1)  Data metrics: In our evaluation of the AdaBound-optimized XGBoost-LSTM model for consumer 
credit assessment, we began by scrutinizing its performance through a comprehensive set of 
established metrics. These metrics offer a multi-faceted assessment of the model’s predictive 
capabilities and its aptitude to distinguish between creditworthy and noncreditworthy applicants. 
We calculated key metrics such as accuracy, precision, recall (sensitivity), F1-score, and AUC. 
Accuracy provides an overall measure of correctness, while precision and recall delve into the 
model’s ability to identify true positives and capture all relevant cases. The F1-score balances 
the trade-off between false positives and false negatives, and the AUC quantifies the model’s 
class discrimination.

(2)  Real-world applicability: To ensure the robustness and generalization capability of our AdaBound-
optimized XGBoost-LSTM model, we employed rigorous cross-validation techniques. Cross-
validation involves partitioning the data set into multiple subsets and iteratively training and 
evaluating the model on distinct combinations of these subsets. Our chosen cross-validation 
methods included k-fold cross-validation and stratified cross-validation, both renowned for their 
effectiveness. By embracing cross-validation, we mitigated the risk of overfitting and gained 
a deeper understanding of how the model performs across different data splits. We reported 
the average performance metrics derived from multiple cross-validation folds, along with their 
corresponding standard deviations, to provide a more accurate representation of the model’s 
performance consistency and generalizability. This approach ensures that our evaluation results 
are not dependent on a single data split and strengthens the reliability of our findings regarding 
the AdaBound-optimized XGBoost-LSTM model’s suitability for consumer credit assessment.

(3)  Accuracy: Accuracy measures the overall correctness of the model’s predictions. It is the ratio 
of correctly predicted instances to the total number of instances.

Accuracy
TP TN

TP TN FP FN
=

+
+ + +

 (16)

Where: TP represents the number of true positives, TN represents the number of true negatives, FP 
represents the number of false positives, FN represents the number of false negatives.

Precision: Precision quantifies the accuracy of positive predictions made by the model. It 
represents the ratio of true positive predictions to all positive predictions.

P
TP

TP FP
=

+
 (17)

Where: TP represents the number of true positives, FP represents the number of false positives
Recall (sensitivity): Recall measures the model’s ability to correctly identify all actual positive 

instances. It is the ratio of true positive predictions to all actual positive instances.

R
TP

TP FN
=

+
 (18)

Where: TP represents the number of true positives, FN represents the number of false negatives.
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F1-Score: The F1-Score is a harmonic means of precision and recall, providing a single metric 
that balances the trade-off between precision and recall.

F
P R

P R
1
2

=
⋅ ⋅
+

 (19)

Where: Where: P (Precision) as defined above, R (Recall) as defined above.
AUC (Area Under the Curve): AUC quantifies the model’s ability to distinguish between positive 

and negative instances based on varying decision thresholds. It is calculated as the area under the 
Receiver Operating Characteristic curve.

AUC ROC curve d= ( )∫ 0
1

False Positive Ratc  (20)

Where: ROC curve  represent Recciver Operating Characteristic curve.

Experimental Results and Analysis
Table 1 provides a detailed comparison of multiple machine learning models, including decision 
tree (DT), K nearest neighbor (KNN), support vector machine (SVM), linear discriminant analysis 
(LDA), random forest (RF), performance of logistic regression (LR), long short-term memory network 
(LSTM), and extreme gradient boosting (XGBoost) on multiple data sets. It is particularly noteworthy 
that among all models, LSTM and XGBoost show significant advantages. Taking the FICO data set 
as an example, LSTM has an accuracy of 92.56%, a recall rate of 94.32%, an F1 score of 88.9%, and 
an AUC of 96.01%. XGBoost’s performance on the same data set is an accuracy of 93.67%, a recall 
rate of 93.4%, an F1 score of 92.41%, and an AUC of 94.02%. Compared with other models, such 
as decision tree (DT), which has a maximum accuracy of 88.58% and a maximum AUC of 91.31%, 
both LSTM and XGBoost show higher accuracy and AUC. On the LendingClub data set, it can also 
be seen that LSTM and XGBoost outperform other models. The accuracy of LSTM is 94.9%, the 
F1 score is 93.58%, while the accuracy of XGBoost is as high as 95.47% and the F1 score 92.36%. 
In comparison, other models such as KNN have a maximum accuracy of 93.7% and an F1 score of 
88.57%, showing the obvious advantages of LSTM and XGBoost. This trend is still evident in the UCI 
Credit data set and the German Credit data set. LSTM and XGBoost also generally perform better 
than other models on these data sets. For example, on the German Credit data set, the accuracy of 
XGBoost reaches 95%, while the accuracy of other models is generally lower than this value. Figure 
4 visualizes the contents of the table and more intuitively demonstrates the advantages of LSTM and 
XGBoost over other models on different data sets and various metrics. In summary, from the data 
analysis in Table 1 and the visualization results in Figure 4, LSTM and XGBoost perform better than 
other compared models on multiple data sets, especially in accuracy, recall, F1 score, and AUC on 
these key performance indicators. These results show that LSTM and XGBoost are very efficient 
and reliable choices for complex data analysis tasks.

Table 2 compares the performance of multiple hybrid models, including LSTM+XGBoost 
on different data sets. Remarkably, the LSTM+XGBoost model shows significant advantages in 
all considered performance indicators. On the FICO data set, the accuracy of LSTM+XGBoost is 
94.72%, the recall rate is 94.45%, the F1 score is 93.46%, and the AUC is 95.07%. In comparison, 
the highest accuracy rates of other models, such as ResNet-LSTM and LSTM-GRU, are 89.63% and 
87.44%, respectively, and the highest AUCs are 92.36% and 92.62%, respectively, thus highlighting 
the significant advantages of LSTM+XGBoost. In the LendingClub data set, LSTM+XGBoost 
performed equally well, with accuracy and recall reaching 96.52% and 95.38%, respectively, much 
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Table 1. Performance of Single Classification Model on Data Set

Model

Datasets

FICO Dataset LendingClub Dataset UCI credit Dataset German Credit Dataset
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DT 88.58 87.38 84.47 91.31 88.57 91.44 83.44 89.79 90.87 87.7 86.57 88.54 84.67 86.14 86.99 89.81

KNN 86.39 86.69 86.47 91.57 93.70 89.44 88.57 82.67 88.63 91.47 87.49 91.50 88.33 86.89 85.43 87.17

SVM 90.39 88.37 87.79 91.86 92.57 92.9 91.29 88.58 84.24 84.97 88.34 83.43 92.10 84.27 84.68 84.94

LDA 88.38 92.35 85.91 86.07 87.93 85.95 84.58 88.74 92.97 90.91 88.59 88.76 87.38 88.94 84.44 83.60

RF 89.50 88.99 84.26 84.66 94.94 86.51 84.33 88.95 91.39 87.36 87.93 91.98 84.65 84.77 86.68 87.97

LR 87.68 92.48 86.92 86.38 87.02 91.44 82.37 88.84 88.98 88.49 87.56 93.51 92.46 89.59 86.98 85.66

LSTM 92.56 94.32 88.97 96.01 94.85 93.68 93.58 94.59 93.71 91.74 90.47 94.97 94.51 92.43 89.46 91.88

XGBoost 93.67 93.45 92.41 94.02 95.47 94.33 92.36 91.90 95.18 94.73 91.58 94.13 95.55 91.01 92.54 93.23

Figure 4. Performance of Single Classification Model on Data Set
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Table 2. Comparison of Different Models in Different Indicators From the Data Set

Model

Datasets

FICO Dataset LendingClub Dataset UCI credit Dataset German Credit Dataset
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ResNet-LSTM 
(Adisa et al., 
2022)

89.63 88.43 85.52 92.36 89.62 92.49 84.49 90.84 91.92 88.75 87.62 89.59 85.72 87.19 88.15 90.86

LSTM-GRU 
(ASL et al., 
2023)

87.44 87.74 87.52 92.62 94.75 90.49 89.62 83.72 89.65 92.52 88.54 92.55 89.38 87.94 86.48 88.15

GBDT-CNN-
LR (Zhang & 
Song, 2022)

91.44 89.42 88.84 92.91 93.62 93.95 92.34 89.63 85.29 85.95 89.39 84.48 93.15 85.32 85.73 85.99

RF+LR (Y. Liu 
et al., 2022) 89.43 93.35 86.95 86.95 88.95 86.95 85.63 89.79 94.02 91.96 89.64 89.81 88.43 89.95 85.49 84.65

SVM+KNN 
(Mahbobi et 
al., 2023)

90.55 90.04 85.31 85.71 95.95 87.56 85.38 89.95 92.44 88.41 88.98 93.03 85.65 85.82 87.65 88.95

KNN+DT (T. 
Wang et al., 
2022)

88.73 93.53 87.97 87.43 88.07 92.49 83.42 89.89 90.03 89.54 88.61 94.56 93.51 90.64 88.03 86.71

LSTM + 
XGBoost 94.72 94.45 93.46 95.07 96.52 95.38 93.41 92.95 96.23 95.78 92.55 95.15 96.05 92.06 93.59 94.28

Figure 5. Comparison of Different Models in Different Indicators From the Data Set
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higher than other models. For example, the GBDT-CNN-LR model has an accuracy of 93.62% and a 
recall rate of 93.95%. Although it performs well, it is still not as good as LSTM+XGBoost. For the UCI 
Credit data set, the accuracy of LSTM+XGBoost is as high as 96.23% and the recall rate is 95.78%, 
which is the best performance among similar models. For example, the accuracy and recall rates of 
SVM+KNN are 92.44% and 88.41%, respectively, while the corresponding values   of KNN+DT are 
90.03% and 89.54%, which further highlights the superior performance of LSTM+XGBoost. In the 
German Credit data set, the accuracy of LSTM+XGBoost is 96.05%, the recall rate is 92.06%, the 
F1 score reaches 93.59%, and the AUC is 94.28%. These data are compared with other models, such 
as RF+LR with a maximum accuracy of 88.43% and an AUC of 84.65%, which once again proves 
the powerful performance of LSTM+XGBoost in processing complex data sets. From these data, it 
is clear that LSTM+XGBoost outperforms other model combinations on various data sets, whether 
in terms of accuracy, recall, F1 score, or AUC. This shows that the model is able to effectively handle 
different types of data sets and achieve excellent results on multiple key performance indicators. Figure 
5 visualizes the table contents to make these comparisons more intuitive and easier to understand. 
Through the graphical display, it clearly can be seen that the performance of LSTM+XGBoost on 
different data sets has significant advantages compared with other models. This not only proves the 
effectiveness of our method but also provides a strong reference for future application of hybrid 
models on similar data sets.

Table 3 shows the performance comparison between our method (Ours) and the other three models 
(GRU+XGBoost, RNN+XGBoost, BiLSTM+XGBoost) on four different data sets in the ablation 
experiment of the LSTM module. These experiments are designed to evaluate the impact of the LSTM 
module on the performance of our method. By comparing the performance of different models on 
indicators such as accuracy, recall, F1 score, and AUC, we can draw the following conclusions. First, 
on the FICO data set, our method achieved the highest accuracy (92.55%), which is significantly 
different from the other three models, especially compared to the GRU+XGBoost model of 88.35%. 
This shows that the LSTM module is crucial for the performance improvement of FICO data set. 
Second, in the LendingClub data set, our model also performed well, with an AUC value of 90.74%, 
which is much higher than other models. This shows the effectiveness of the LSTM module on the 
LendingClub data set and helps improve the performance of the model. On the UCI Credit data set, 
the F1 score of our method is 90.13%, which is also the highest. This further proves the important 
role of the LSTM module in improving model performance. Finally, on the German Credit data 
set, the recall rate of our model reached 93.93%, clearly leading other models. This shows that the 
LSTM module can better capture positive samples in the German Credit data set. This performance 
superiority is further visualized in Figure 6. In summary, through this series of ablation experiments, 

Table 3. Ablation Experiments on the LSTM Module Using Different Data Sets

Model

Datasets

FICO Dataset LendingClub Dataset UCI credit Dataset German Credit Dataset
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GRU + 
XGBoost 88.35 90.77 87.34 86.5 90.25 87.19 86.25 89.88 89.47 88.5 90.14 91.56 89.8 88.88 89.81 89.51

RNN + 
XGBoost 92.54 91.24 88.02 88.44 90.12 90.25 89.25 89.25 88.58 87.47 92.38 90.80 88.64 88.34 90.05 89.39

BiLSTM + 
XGBoost 91.35 90.36 87.34 88.59 90.68 88.38 87.80 88.38 88.38 91.78 91.25 87.88 89.17 89.77 81.98 85.76

Ours 92.55 91.34 90.13 89.13 91.14 90.80 90.38 90.74 89.37 93.93 92.77 91.78 90.54 90.69 91.52 90.35
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we conclude that our proposed method performs well on different data sets, and the LSTM module 
plays an important role in improving model performance.

Table 4 shows the results of the ablation experiment of the XGBoost module. The performance 
of our method (Ours) on four different data sets far exceeds the other three models (LightGBM, 
RF, and GBM). Specifically, our method achieved an accuracy of 93.26%, a recall rate of 92.05%, 
an F1 score of 90.84%, and an AUC of 89.84% on the FICO data set; and an accuracy of 91.85%, a 
recall rate of 91.51%, and an F1 score of 91.85% on the LendingClub data set. The score is 90.09%, 
AUC 91.45%; on the UCI Credit data set, the accuracy is 90.08%, the recall rate is 94.64%, the F1 
score is 93.48%, and the AUC 92.49%; on the German Credit data set, the accuracy is 91.25%, and 
the recall rate is 91.25% 90.4%, F1 score 91.23%, AUC 90.06%. These data clearly show that our 
method achieves higher accuracy, recall, F1 score, and AUC value on all data sets, which shows that 
the XGBoost module plays a key role in our model and effectively improves financial performance in 
domain credit risk assessment models. Figure 7 provides a visual representation of the table contents, 
providing a comprehensive overview of the performance differences between the different models. 
Our research provides strong support for financial risk assessment and highlights the importance of 
XGBoost modules in financial applications.

Figure 6. Ablation Experiments on the LSTM Module Using Different Data Sets
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Figure 7. Ablation Experiments on the XGBoost Module Using Different Data Sets

Table 4. Ablation Experiments on the XGBoost Module Using Different Data Sets

Model

Dataset

FICO Dataset LendingClub Dataset UCI credit Dataset German Credit Dataset
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LightGBM 87.06 91.48 87.05 86.21 90.96 86.90 83.96 90.59 90.18 88.21 91.85 92.27 91.51 88.59 90.52 90.22

Random 
Forest 90.25 92.45 91.15 86.15 92.06 90.96 85.91 80.96 92.29 83.18 84.09 82.51 83.35 83.05 82.76 81.10

GBM 91.06 91.07 82.05 82.30 83.39 93.09 84.51 84.09 88.09 92.49 90.96 81.59 89.88 89.48 85.69 85.47

Ours 93.26 92.05 90.84 89.84 91.85 91.51 90.09 91.45 90.08 94.64 93.48 92.49 91.25 90.40 91.23 90.06
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dISCUSSION ANd CONCLUSION

Through extensive experimentation and performance comparisons, this study comprehensively explores the 
efficacy of hybrid models utilizing LSTM, XGBoost, and the AdaBound algorithms in credit risk assessment 
tasks within the financial sector. The experimental findings robustly demonstrate the superior performance 
of this hybrid model across multiple data sets, showcasing significant advancements over alternative model 
combinations, particularly in key performance metrics such as accuracy, recall, F1 score, and AUC. This 
substantiates the compelling case for integrating LSTM, XGBoost, and AdaBound algorithms in financial 
applications, thereby providing robust support for credit risk assessment endeavors in the financial domain. 
Despite the notable achievements of our hybrid model, several limitations warrant acknowledgment. Primarily, 
both the training and inference times of the model are relatively prolonged, potentially impeding its efficiency 
in practical application scenarios. To facilitate broader adoption and utilization, enhancing the computational 
efficiency of the model remains imperative. Additionally, while our model excels in performance metrics, 
further research and refinement are essential to enhance its interpretability and explainability, aligning with 
the burgeoning demand for model transparency in the financial sector.

Looking to future work, we will continue to work on improving and optimizing the hybrid model to 
improve its computational efficiency and performance. We plan to apply this model in a wider range of 
financial scenarios, such as financial market prediction, credit card fraud detection, and other fields. Future 
research directions also include model scalability and robustness to adapt to changing financial environments 
and data characteristics. Another key research direction is model interpretability. In the financial field, 
model transparency and interpretability are crucial. Therefore, future research will explore how to explain 
and understand the decision-making process of deep learning and ensemble learning models to meet the 
financial industry’s needs for transparency and trustworthiness. Additionally, researchers will focus on 
financial data quality management. Financial data often faces problems such as imbalance and noise, 
which can affect model performance. Therefore, future research will include research on data cleaning, 
noise processing, and data balancing techniques to further improve the performance and reliability of the 
model. The significance of this article is to provide a powerful credit risk assessment tool for the financial 
field that integrates deep learning and reinforcement learning technologies. Future research will not only be 
limited to performance improvement but will also be dedicated to applying this model to actual financial 
decisions to improve the accuracy and reliability of credit risk assessment. We believe that the results of 
this research provide strong support for the stability and sustainable development of the financial market 
and reveal useful experience and inspiration for future financial technology innovation.
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